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ABOUT THE COMMUNITY CLUSTERS

Information Technology at Purdue (ITaP) operates a significant shared
cluster computing infrastructure developed over several years through
focused acquisitions using funds from grants, faculty startup packages, and
institutional sources.

These “community clusters” are now the foundation of Purdue’s research
cyberinfrastructure.

We welcome any Purdue faculty or staff with computational needs to join this growing community and enjoy the
enormous benefits this shared infrastructure provides:

Low Overhead

Cost Effective

PEACEOFMIND LOWOVERHEAD  COSTEFFECTIVE  FLEXIBLE

ITaP system administrators take care of security patches, software installation, operating
system upgrades, and hardware repair so faculty and graduate students can concentrate
on research. Research support staff are available to support your research by providing
consultation and software support.

The ITaP provides all infrastructure: racks, floor space, cooling, power, networking and storage
are added value included with the Community Cluster Program at no charge. In addition,
each cluster is built with a lifespan of five (5) years, with free support the life of the cluster.

ITaP works with vendors to obtain the best price for computing resources by pooling funds
from different disciplines to leverage greater group purchasing power and provide far
more computing capability at less cost than would be possible with individual purchases.
Through the Community Cluster Program, partners have invested several million dollars in
computational and storage resources since 2006.

Partners in a community cluster always have ready access to the capacity they purchase and
potentially to much more, if they need it. The Community Cluster Program shares compute
nodes among cluster partners when the nodes are idle. This allows each partner to get more
computational value per dollar than could be on his or her own.

ADDITIONAL BENEFITS

Parallel Filesystem:

Archive:

Research Data Depot:

Cloud Lab Folders:
Version Control:

Remote Desktops:
Notebooks:
Cluster Science Gateway:
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“Knowing there was a good group of experienced
professionals | could rely on for support and
establishing the computational infrastructure that |
needed was very comforting when | was considering
coming to Purdue. It frees up my time and the time of
my graduate students and post-docs. We can focus on
the scientific problems, which are our primary interest.”

Professor of
Chemical Engineering

“We want to solve the virus structures at high

resolution, which means more details, and faster. The
high-performance computing is key. | can’t imagine -
what we would do without the community clusters.” Wen Jiang

Professor of
Biological Sciences

“We do extremely intensive calculations requiring
computation at a magnitude that has been impossible
because of the lack of sufficiently powerful computers.
The availability of such large-scale machines and the
codes that can utilize them enables us to move nano

ﬁerllartl Klimeck science to nano engineering”

Professor of Electrical and
Computer Engineering, director of the Network for
Computational Nanotechnology and nanoHUB.org

FAGULTY PARTNERS BY CLUSTER

18 departments 16 departments 26 departments 26 departments 33 departments

62 faculty 36 faculty 60 faculty 28 faculty 75 faculty

25 departments 11 departments 26 departments 38 departments 40 departments
81 faculty 22 faculty 62 faculty 73 faculty 89 faculty
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Accounts & Access Manage Users
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Request Access
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Search for someone to add: &

You or your delegate can enable or tase e
Managers ¥
remove access for your students, staff, or

Research Groups
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Community Clusters

J

ITaP is currently offering purchase of access to nodes in several clusters serving distinct communities. Read the description of each
to see which community may best suit your needs, or contact us at reac-help@purdue.edu if you have any questions.

2
Item Quantity Price Sub-total
| ! coteae.ot
— Brown High-Performance Cluster (through Nov 2023) S g0
1016719 -
per node

96GB memory, Twe 12-core Intel Xeon Gold 6126 "Sky Lake" processors (24
cores total), EDR Infiniband interconnect. Access through this purchase will end
November 2023. Original cost $5509

Brown is optimized for a wide variety of highly-parallel and HPC applications.

Research Data Depot - 1TB (1024 GB) storage =S 5000
per TBlyear

The Research Data Depot consists of over 2 petabytes of storage, available to
M Purdt rch it d of a high- ity tral
Easily purchase cluster nodes or Research Data e L e
Research Data Depot storage is available for use on all research clusters, and

Depot storage space for your research group.

1 Terabyte (TB) of Research Data Depot Storage. This is billed on an annual
basis.
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POWERING RESEARCH AT PURDUE WORLD- ﬂlASS HPG

Research Awards to Research Computing Users 2060 $262.2

$141.0 s1s80
g 51035 $184.0 3187

PURDUE COMMUNITY CLUSTERS
TOP300 RANKINGS

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

M Other Research Awardees m Awardees Using Research Computing n I“E n s E

THE HIGHEST PROVEN VALUE

Community Cluster Program - Price per Node and Dollars per GFlop co"ege Partners
Engineering 265
Science 227
Agriculture 111
Health and Human Sciences
Management
Polytechnic
Liberal Arts
Pharmacy

Education
Veterinary Medicine

Computing and Storage Partners

A CLUSTER FOR ALL COMMUNITIES

GPU Acceleration Traditional HPC

Machine Learning/Al High-speed interconnect

Compute in Jupyter Notebooks Parallel computations

Flash-based storage High-performance, par-
allel scratch

Interactive Computing
Data Analytics

Windows Virtual Desktops
Non-Batch users
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RESEARGH DATA
RESEARCH DATA DEPOT

The Data Depot is a high-capacity, high-performance, reliable and
secure data storage service designed, configured and operated
for the day-to-day storage needs of Purdue researchers. The Data
Depot is ideal for sharing data and collaborating with researchers
on or off-campus. With spaces centered around a researcher’s lab,
the Data Depot provides storage at a competitive annual rate.

FORTRESS ARCHIVE

The Fortress HPSS archive is a large, long-term, multi-tiered

file caching and storage system utilizing both online disk and
robotic tape drives. Fortress is ideal for permanent storage of raw
data, results, or other critical research data. Access to Fortress is
available to any researcher free of charge.

DATA WORKBENCH

The Data Workbench provides access to advanced research
storage systems, applications, and powerful hardware for
interactive computing and data analytics. Access statistical
packages, remote desktops, Python notebooks, and
Windows virtual machines for computation, all from the
convenience of your browser.

PURR: INSTITUTIONAL REPOSITORY
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ADDITIONAL RESOURCES

Computing systems are available for more than just traditional high-performance
computing communities. ITaP operates resources appropriate for many different types of
computing requirements.

GILBRETH: GPU ACCELERATION

The Gilbreth Community Cluster provides over 1 PetaFLOP
of GPU capacity to solve the most challenging problems
in Al, Machine Learning, data science, or other accelerated
applications.

SCHOLAR CLUSTER

The Scholar cluster is open to Purdue instructors from any
field whose classes include assignments that could make
use of supercomputing for modeling or data science, from
high-end graphics rendering, weather modeling, simulation
of millions of molecules, and exploring masses of data to
understand the dynamics of social networks.

SECURE COMPUTING

ITaP Research Computing provides resources for data
and computation in support of projects with heightened
security requirements. Research requiring protection for
human subjects data, Export Control (EAR, ITAR), or Con-
trolled Unclassified Information can all be performed on
ITaP computing systems.
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WANT TO LEARN MORE?
CONTACT US:

PURCHASE QUESTIONS:

rcac-cluster-purchase@lists.purdue.edu

SUPPORT QUESTIONS:
rcac-help@purdue.edu

ITaP - Young Hall
155 S Grant Street
West Lafayette, IN 47907-2114

Purdue University is an equal access, equal opportunity University.

H"n “s 0“““E: facebook.com/PurdueRCAC

Twitter: @PurdueRCAC
youtube.com/PurdueRCAC
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