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Text data is everywhere!
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Natural language processing

Article  Talk

From Wikipedia, the free encyclopedia

This article is about natural pi ing done by P . For the natural language |

processing in the brain.

Natural language processing (NLP) is an interdisciplinary subfield of linguistics, computer scienct
intelligence concerned with the interactions between computers and human language, in particular
computers to process and analyze large amounts of natural language data. The goal is a computer
"understanding" the contents of documents, including the contextual nuances of the language withil
technology can then accurately extract information and insights contained in the documents as well
organize the documents themselves.

Challenges in natural language processing frequently involve speech recognition, natural-language
and natural-language generation.
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Key Idea of NLP

With a sufficiently large corpus of
text data, models can learn the
patterns of language



When have you used NLP:

Google

OpenAl's New

'll be I'll tomo
Il tomorrow

Cisco Quarantine

Spam Quarantine Notification Yes
Spam Quarantine Notification Hello
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ChatGPT

what is natural language processing

Q Al @PBImages [ Videos EDNews @ Maps ® Shopping 25 Settings
Aliregions ¥  Safe search: moderate ¥  Anytime ¥

natural language processing
noun

1. afield of computer science and linguistics concerned with the interactions between
computers and human (natural) languages

2. the branch of information science that deals with natural language information

Wiktionary, Creative Commons Attribution/Share-Alike License.

W' More at Wordnik

«2 https://www.ibm.com > topics > natural-language-processing

What is Natural Language Processing? | IBM
Natural language processing (NLP) refers to the branch of computer science—and more specifically,
the branch of artificial intelligence or Al —concerned with giving computers the ability to understand

text and spoken words in much the same way human beings can.

o
e

Hey Siri

Natural language
processing

Natural language processing
is an interdisciplinary subfield
of linguistics, computer
science, and artificial
intelligence concerned with
the interactions between

computers and human language, in particular how to
program computers to process and analyze large
amounts of natural language data. Wikipedia

Share Feedback
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What can you do with NLP?
CoreDomain __ [Descripton  [Example |

Text Classification Grouping documents into Spam Filter

categories
Information Extraction |dentifying information from Automatic calendar event

text creation when times mentioned
Information Retrieval Finding relevant information Search Engines

Question Answering Systems | Answering questions based on | Siri/Alexa
a natural language question

Machine Converting a sequence of text | Google Translate
Translation/Summarization to another with the same
meaning

Natural Language Generation | Generate new text basedona | Chat GPT
prompt
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What can’t you do with NLP?

O
Examples

"Explain quantum computing in
simple terms"

"Got any creative ideas for a 10
year old’s birthday?"

"How do | make an HTTP
request in Javascript?"
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ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

AN

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

Logical
Reasoning

3/30/23 |
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What can’t you do with NLP?

NLP doesn't truly understand
language!



Challenges of NLP - Ambiguity

I ran to the store because we ran out of
bread.

ofexiCaL /meisui’ry S)m{'ac{ic Ambiguity

Can | run something past you?

That house is really run down.

The animal didn’t cross the street
because it was too tired.

The animal didn’t cross the street
because it was too wide.

Allways chek 10
ing erors
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Challenges of NLP - Language

—
—
=ooof) Teen Slanguage
——
—
WIG (NouN/INTS.) T/TEA (noun) YEET (n1.) SNATCHED (apJ.)
Expression of Gossip Expression of excitement Looking good, attractive
surprise/shock/amazement o .
“| just got free tickets “Girl, spill the T!" We're going out “I think she likes you, she
Jor9 " tonight, yeet!” said you're snatched.”
to the show!
“OMG, wig!”
SALTY (apJ.) CUFFED (apJ.) BOP (apy.)
Angry/bitter/upset Dating/In a relationship Good/cool
“They're just salty “It’s cuffing season.”

because they lost.”
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“I love that dress, it's a
total bop!”
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NLP Ethics

English detected v = R i v
MIEEE BACKCHANNEL BUSINESS CULTURE MORE v SIGN IN Q At e

She is a doctor. He Ea este medic. Este

iS a nurse asistent medical

WILL KNIGHT PARESH DAVE BUSINESS MAR 29, 2823 12:81 PM

In Sudden Alarm, Tech Doyens Calli ‘
for a Pause on ChatGPT = Engien .

Tech luminaries, renowned scientists, and Elon Musk warn of an “out-of- Ea este medic. Este She is a doctor. She
control race” to develop and deploy ever-more-powerful Al systems. asistent medical iS @ nurse

TIME

BUSINESS » TECHNOLOGY

Exclusive: OpenAl Used Kenyan Workers on Less Than $2 Per
Hour to Make ChatGPT Less Toxic

-

W‘ TWEETS ~ FOLLOWERS
Jie 100K 215K

TayTweets @TayandYou's Tweets are protected.

Only confirmed followers have access to @TayandYou's Twe
The official account of Tay, Microsoft's the "Follow" button to send a follow request.
A.l. fam from the internet that's got zero
chill! The more you talk the smarter Tay
gets

1 e Al s & ¢
e N e 4N . ~a y 7
—Y € it / vy P = 4
the internets
tay.ai/#about
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NLP Ethics

Fairness = Have our algorithms been tested on
diverse data?

m = Are our algorithms equally performant

m on all groups?

Accountability

= How are we holding ourselves
accountable if Al makes a mistake?

m = \What recourse is available and how
do we ensure the issue doesn't

happen again?
E PURDUE 3/31/23
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NLP Ethics

Transparency a Are we transparent about how we're

m using Al?
= Do we allow outside researchers or
m watchdogs to examine our use of
Al?

Ethics

= Are the applications we're
using Al for ethical?
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Mechanics & Evolution

IIIIIIIIIII




Quick Review of Key ML Terms

* Unsupervised Learning: neural network used patterns in
unlabeled data, e.g., clustering

* Supervised Learning: Labelled data used to help the model
“learn” how to do a particular task, e.g., classification

« Transfer learning: Reusing general information learned from a
previous task for a new task; speeds up training and reduces
data requirements
* Pre-training: General learning
*  Fine-tuning: Tweaking the pre-trained model for a

downstream task
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Evolution of NLP

1950s-1990s

» Expert rule-based
systems hand-coded
by linguists

» Key achievements:

* Georgetown
Experiment
« ELIZA

? PURDUE
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1990s-2010

2010s-Present

Statistical
NLP

Neural NLP

« Use similarities between
words to compete tasks
« Key achievements:
« Statistical Machine
Translation
« Latent Semantic
Indexing/TFIDF
* First use of NN for
language modelling

Rapid advancement in
NLP thanks to more
data and hardware
Key achievements:
 Word embeddings
« Attention and
Transformer
« Large language
models
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Representational Learning: Text as Numbers

A 4-dimensional embedding

cat =>
mat =>
on =>

1.2

-0.1

4.3

3.2

0.4

2.5

-0.9

0.5

2.1

0.3

0.1

0.4
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Embedding ideally captures:

* Meaning of words

« Similarities/differences
between words

» Contextual meaning of
words

3/30/23 | 18



Representational Learning: Text as Numbers

“You shall know a word by the company it keeps”

« A word's meaning can be understood based on the words it frequently appears close
to
« Use the many contexts of a word to build up its representation

...government debt problems turning info banking crises as happened in 2009...
...saying that Europe needs unified banking regulation to replace the hodgepodge...

...India has just given its banking system a shot in the arm...

e <«

v S

\ /
\

) 4
y 4

These context words will represent banking
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Representational Learning: Text as Numbers

How are embeddings actually created?

« Unsupervised training on large corpus of text
« Randomly initialized vectors for each word in corpus
« Train to maximize similarity (dot product) of target and context word vectors
(Word2Vec)
« Add global statistics about corpus (co-occurrence probabilities) to improve
embeddings (GloVe)

P(We—p | we) P(Wein | We)

crises as

problems  turning

\ | \ )
( )
Y | Y

outside context words center word outside context words
in window of size 2 at positiont in window of size 2
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Representational Learning: Text as Numbers

X
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27 FIRDYE

Visualizatilon of word
embeddings in 2D

Word2Vec/GloVe
Embeddings Capture:
v" Meaning of
words
v' Similarities/diff
erences
between words
1 Contextual
meaning of
words
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Representational Learning: Text as Numbers

Layer.| § g/ Attention:| Input - Input

How are conditional embeddings — o
actually created? animal_ animal_

» Unsupervised pre-training on large corpus of text skl B
* Run pre-processed text through the pre-trained . 3
model to dynamlcally generate embeddllngs for o -
each word - “fine-tuning” the embeddings the_ the_
 ELMo/BERT/other conditional embeddings satisfy street_ street_
all of our requirements! because_ because_
it it_
was_ was_
“After stealing money from the bank vault, too_ too_
the bank robber was seen fishing on the tire tire
Mississippi river bank." d_ d_
Each use of “bank” has
E PURDUE a different embedding
UNIVERSITY. 3/30/23 | 22



NLP Models

Attributes of text data:

« Word order encodes meaning

 The most relevant
information for understanding
a word may be near or far

The animal didn’t cross the street
because it was too tired.

away _ . The animal didn't cross the street
* Words have differential because it was too wide.
Importance
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NLP Models

Recurrent Neural Networks
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NLP Models

Output Output
Long-term
Me mory o
vs ||

RNN W LSTM

Working Working

Memory hdemory
Input Input

Long Short-Term Memory

27 FIRDYE

1st attempt: RNNs and
LSTMs

Key Features:
v" Word order encodes meaning

(d Words have differential
Importance
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NLP Models

Attention

To predict a word, use only the most relevant parts of the input text

high attention

She is eating a apple.
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NLP Models

Attention
Layer. 5 ¢ Attention: Input - Input
Self-attention: relating different positions ani::— Z:ﬁ;al
of a single sequence to itself to compute didn._ didn_
attention 2 L
. . t t
» Processes each word in the input one at — s
a time (query) by looking at all other the_ the._
words in the input sequence (keys) for street. Siroot_
because_ because_
clues that can help the model learn a " 0
better encoding for the query (values) was._ was_
too_ too_
tire tire
d d

27 FIRDYE N



NLP Models

2nd Attempt: Transformers

Output

Probabilities
"Attention is all you Need"”: Seminal
NLP paper that presented SOTA results ﬁ_
by only using attention mechanisms Feod
\Nﬁhoutrecunence cﬂmﬁWMW‘ﬁﬁgﬂ“
Basis of BERT and GPT SOTA models | | | |Gl
Many times faster and parallelizable o P ‘_%
Addresses the issue of differential S || | i
Importance ey iy ms
P e (4 - posen
e ittt ighy

2
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NLP Models

BERT Model

« Bidirectional Encoder Representations
from Transformers

- Uses both left and right context for | ]
training (bi-directional) m—

* Language representation model (pre-
trained) that can be fine-tuned for a
variety of NLP tasks

« Based on transformer architecture

1 2 3 4 eoe 512

? PURDUE
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NLP Models

GPT

* Generative Pre-trained Transformer
* Uni-directional
* Draws from corpus of information to
generate best results for query
 Based on transformer architecture

27 FORRVE s |



NLP Models

BERT VS GPT
Pros Pros
 Suitable for a wide range of NLP tasks  Suitable for a wide range of tasks
« Can be adapted to a specific * Lower barrier to entry because no
domain/task and can learn new fine-tuning required
information through fine-tuning » Trained on massive corpus of
* Open-source model information
Cons Cons
* Requires more effort to develop a « Cannot be fine-tuned or learn
model anything new
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Review: Key Terms

«  Embedding: way to numerically represent the meaning of a
word, sentence, paragraph, etc.

» Language Model: probabilistic model of words and phrases in
a language

*  Transformers: Architecture based on attention mechanisms

* Representation Learning: Based on pattern discovery

*  Generative Al: Utilizes knowledge to generate
data/information

E UPI:I[IJ\:!%]R:)SIIJ'.I‘EY:(a 3/31/23 | 32
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Getting Started

~ . Hugging Face

« User-friendly resource to &,

help you get started with

'II\'H;isformers python The Al Community
¢ r y o [

backage building the future.
° Models/d atasets fOI’ Build, train and deploy state of the art models powered by

the reference open source in machine learning.

variety of different tasks

27 FIRDYE N



Getting Started

GLUE Benchmark
Includes many tasks
to assess general
language
understanding

2

Linguistic Acceptability
Paraphrasing
Semantic Similarity
Question-Answering
Sentiment
And more!

PURDUE

UNIVERSITY.

+3 SuperGLUE

Rank Name

B Paper </> Code & Tasks

URL Score CoLA SST-2

MRPC

STS-B

QQP MNLI-m MNLI-mm QNLI RTE WNLI

i FAQ j¥ Diagnostics «4 Submit &) Login

AX

1 Microsoft Alexander v-team Turing ULR v6 8 91.3 73.3 97.5 94.2/92.3 93.5/93.1 76.4/90.9 92.5 921 96.7 936 979 554
2 JDExplore d-team Vega v1 91.3 73.8 97.9 94.5/92.6 93.5/93.1 76.7/91.1 92.1 91.9 967 924 979 514
3 Microsoft Alexander v-team Turing NLR v5 8 912 72.6 97.6 93.8/91.7 93.7/93.3 76.4/91.1 92.6 924 97.9 941 959 57.0
4 DIRL Team DeBERTa + CLEVER 91.1 747 97.6 93.3/91.1 93.4/93.1 76.5/91.0 92.1 91.8 967 932 96.6 53.3
5 ERNIE Team - Baidu ERNIE 8 911 75,5 97.8 93.9/91.8 93.0/92.6 75.2/90.9 92.3 91.7 973 926 959 517
6 AliceMind & DIRL StructBERT + CLEVER C’,' 91.0 75.3 97.7 93.9/91.9 93.5/93.1 75.6/90.8 91.7 91.5 974 925 952 49.1
7 DeBERTa Team - Microsoft DeBERTa / TuringNLRv4 8 90.8 715 FARIN02 0 92.9/92.6 76.2/90.8 91.9 91.6 992 932 945 53.2
8 HFLIFLYTEK MacALBERT + DKM 90.7 74.8 97.0 94.5/92.6 92.8/92.6 74.7/90.6 91.3 91.1 97.8 920 945 526
9  PING-AN Omni-Sinitic ALBERT + DAAF + NAS 90.6 73.5 97.2 94.0/92.0 93.0/92.4 76.1/91.0 91.6 91.3 975 917 945 512
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Getting Started

NLP in 3 easy steps

|
L.
Load pre-trained Tokenize and
model and data pre-process data

HuggingFace Tutorial:
https:

27 FIRDYE

/

Fine-tune model
and save checkpoint

colab.research.google.com/qithub/huggingface/notebooks/blob/main/examples/text classification.i
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https://colab.research.google.com/github/huggingface/notebooks/blob/main/examples/text_classification.ipynb

Practical Tips

= Newer NLP approaches generally don't require much manual preprocessing (e.g. older methods like
stop word removal and stemming/lemmatization are not usually needed).

= There are a lot of specialized pre-trained models out there (e.g., BERT pre-trained models available for
twitter data, medical data, etc.) that are an easy win in boosting performance -research and
experiment whenever possible

General ML:

= As with any ML - garbage in, garbage out! Take the time to ensure sufficient data quality

= The "best” new model may not be the best for you - keep in mind the benefits of using a more
established model with more support and try these first

= GPUs not strictly necessary if you are only fine-tuning or doing inference, but will definitely speed up
tasks

E UPI:I[IJ\:!%]R:)SIIJ'.I‘EY:(a 3/31/23 | 37



Resources

« Stanford CS224N NLP with Deep Learning Course:
https://youtu.be/rmVRLeJRkl4

« Variety of excellent explainers on key concepts/architectures:
https://jalammar.github.io/

E PURDUE
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https://youtu.be/rmVRLeJRkl4
https://jalammar.github.io/

THANK YOU

Contact: rcac-help@purdue.edu
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